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The rapid proliferation of Augmented Reality (AR) and Virtual Reality (VR) technologies in educational
settings has created novel opportunities for immersive, multimodal foreign language instruction. Grounded
in constructivist, experiential, and sociocultural theories, this study investigates how AR/VR-enabled digital
storytelling can enhance foreign language learning outcomes in higher education. The problem context arises
from the need to move beyond traditional text-based or screen-based multimodal approaches toward more
immersive, interactive environments that align with contemporary students’ digital literacies and motivation
profiles. Empirical findings from recent literature indicate that immersive narratives in virtual or augmented
settings can foster deeper vocabulary retention, pragmatic competence, speaking fluency, and critical
thinking, while also sustaining emotional and behavioural engagement. Platforms such as CoSpaces Edu,
Mozilla Hubs, Storyfab, and ExpeditionsPro illustrate practical implementations, enabling students to co-create
virtual scenarios (e.g., simulated travel, cultural exchanges, professional role-plays) where they interact with
peers, virtual agents, and digital artifacts in the target language. The article addresses challenges including
technological access, usability constraints, instructor digital novice anxiety, and resistance to innovation,
emphasizing the necessity for structured scaffolding, professional development, and institutional support.
Implications for pedagogical design involve developing design frameworks that align AR/VR storytelling tasks
with specific language objectives and assessment criteria, ensuring manageable cognitive load, and facilitating
inclusive practice through mobile-based or browser-based alternatives. The study contributes to evidence-
based understanding of how AR/VR digital storytelling can transform foreign language pedagogy in higher
education, advancing learners’ linguistic proficiency, digital agency, and intercultural awareness.
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Problem statement. Augmented Reality (AR)
and Virtual Reality (VR) applications have grown
tremendously in almost all domains and thus have
remarkably impacted various sectors like learning,
teaching, attitude, and community skills. AR is a
technology that overlays digital content (images, text,
audio, or 3D models) onto the real-world environment
through devices like smartphones, tablets, or AR
glasses [8, p. 168-172]. VR enables users to create
real-world properties and scenarios artificially
engrossed in the 3D world, interacting with virtual
objects and exploring a fully immersive computer-
generated environment [1, p. 2].

Scholars have widely promoted multimodal
social semiotic view of communication with a strong
accent on the multimodality of semiotic resources
comprising the linguistic, audio, visual, gestural, and
spatial modes [6]. In teaching practices, storytelling is
seen as an experiential state of immersion in which
all mental processes are concentrated on the events
occurring in the narrative [3, p. 68]. In foreign language
communication, narrative ability is defined as one
of the essential educational outcomes. In current
educational contexts, the knowledge-sharing process
is deeply grounded on mastering digital technology
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and multimedia literacy. Recent studies acknowledge
digital narratives as a multidimensional immersive
educational construct ensuring students’ active
participation and involvement in learning activities
via agentive, emotional, cognitive, behavioural, and
social engagement [4, p. 1-4].

Analysis of recent research and publications.
Prior studies have employed multimodality in
developing learners’ language competency. Wayan
Eka Dian Rahmanu and Gydéngyvér Molnar, in the
systematic review of 34 research articles published
from 2013 to 2024 in Web of Science and Scopus,
assume the authors’ focus on the beneficial use
of multimodality in improving aspects of English
language learners’ competency, for example,
vocabulary mastery, writing skills, and speaking
skills [4]. Integrating visual aids and auditory skills
has been aimed at enriching vocabulary competency
for English language learners. Including interactive
exercises expands their lexical development.
Similarly, students’ oral language ability can be
significantly developed by integrating audio-visual
media, role play, and interactive dialogues, which
draw on the semiotic resources of facial expressions,
gestures, and proxemics. In addition, type of
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educational media has evolved to boost the use of
multiple modes through numerous tools, for example,
YouTube, PowerPoint slides, a 3D environment and
VR, virtual worlds, and digital games [7, p. 70-74].

However, the analysis of multimodality in English
language learningislimited, especially in the context of
higher education. Previous reviews have only focused
on multimodal literacy analysis and a multimodal
approach in primary and secondary schools [4, p. 2;
7, p. 70-76; 8, p. 165-170]. Ghaliya Al Farsi et al.
in “A Review of Virtual Reality Applications in an
Educational Domain” (2021) ground the claim that
although studies have elaborated on multimodality,
comprising the visual, gestural, spatial, and linguistic
modes, it was only a concern in younger learners’
development. In addition, prior review studies have
failed to provide a thorough treatment of the most
recent developments in technology, such as AR
or VR, and the ways how it may be integrated into
multimodal literacy with the potential of enhancing
learners’ communication skills. To address the
broadened concept of literacy, educational
researchers and teachers in higher education in
many countries have introduced different multimodal
pedagogies for multimodal literacy learning in the
English language classroom [1, p. 104].

As highlighted by numerous scholars, student
engagement is crucial for successful foreign
language learning [2; 3; 4; 8]. Agentive engagement
refers to students’ deliberate efforts to enrich
the learning process and conditions. Emotional
engagement is associated with belonging to peers
and school, enthusiasm, interest, and enjoyment. At
the same time, negative emotions such as frustration,
anxiety, and boredom are indicators of emotional
disengagement. Cognitive engagement entails
students’ thoughtfulness, strategic thinking, cognitive
processing, noticing, negotiation of meaning,
and discussion of forms during language-related
episodes. Behavioural engagement is students’
effort, perseverance, and rule observation. Social
engagement concerns learners’ interactions with and
support for their peers [2, p. 2-4].

Robots are a good platform for multimodal
communication modes of meaning and have
considerable potential for guiding students to engage
in multimodal semiotic communication [5, p. 4]. In
teaching practices, educational robotics is regarded
as a learning tool for educational transformation
[5; 6]. Integrating AR and VR into foreign language
teaching platforms is a fine-tuned immersive means
of teaching practices for multimodal literacies [6; 4].

The purpose of the study. The article aims to
highlight the importance of using AR and VR in higher
education institutions to increase the level of student’s
intrinsic motivation, participation, understanding,
and confidence in foreign language learning. To
achieve this purpose, the study addresses the
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following interconnected tasks: 1) to conduct a
systematic review of research on multimodality,
digital storytelling, and AR/VR in language education,
identifying benefits and gaps, particularly in higher
education contexts; 2) to analyze constructivist,
sociocultural, and experiential learning theories as
the foundation for understanding mechanisms of AR/
VR storytelling in language acquisition; 3) to clarify
key dimensions of student engagement (agentive,
emotional, cognitive, behavioral, social) and how they
may be fostered in immersive environments; 4) to
survey and compare available AR/VR tools regarding
functionality, accessibility, device requirements,
and suitability for higher-education language tasks;
5) to identify potential technical barriers (device
availability, interface complexity, students’ digital
skills) and opportunities for adaptation.

Presentation of the main material. The
integration of digital technologies into foreign language
instruction has significantly reshaped pedagogical
paradigms, with Augmented Reality (AR) and Virtual
Reality (VR) emerging as transformative tools. Among
their innovative applications is digital storytelling, a
multimodal approach that allows learners to create,
experience, and interact with narratives in immersive
environments [5]. The significance of digital multimodal
communication is on the rise, both in everyday life and
educational settings, where foreign language learners
are actively engaging with a variety of digital multimodal
texts, including video essays, infographics, and digital
posters. In the twenty-first century the advent of
advanced digital technologies has made multimodality
an integral aspect of daily communication. This
growing trend has captured the attention of foreign
language educators and practitioners, as multimodality
effectively tackles the complex nature of human
communication through interactive interplay of various
expressive modes [3; 4; 10].

Empirical research conducted by the New London
Group has conclusively shown that digital multimodal
composing (DMC), unlike traditional writing activities,
manifests in diverse forms, such as graphic novels,
academic posters, video essays, illustrated books,
pamphlets, presentations, video documentaries,
and web pages. This variety offers students an
invaluable array of skills, which include heightened
genre and audience awareness, enhanced semiotic
awareness, improved critical thinking, facilitated
identity construction, and the ability to construct
their identities more authentically while expressing
nuanced emotions [10, p. 1-2].

Digital storytelling in AR/VR integrates elements
of constructivist learning theory, experiential
learning, and sociocultural theory. Learners are
no longer passive recipients of information but
active participants, constructing knowledge through
meaningful interaction. AR/VR  environments
simulate real-life scenarios that enable students to



2025 p., Ne 100

practice vocabulary, grammar, and pronunciation in
lifelike contexts [8, p. 166]. The narrative framework
provides essential scaffolding, guiding learners to
organize linguistic input into coherent, culturally
situated outputs [5].

Within the framework of constructivist learning
theory, foreign language acquisition is driven by
experiential, dialogic, and contextually embedded
interactions within simulated environments, social
collaboration, and reflective practices. The key
interactive principles are clearly defined: 1) active
engagement with content and tools; 2) situated
learning in authentic contexts; 3) social negotiation
of meaning through interaction; 4) reflection and
metacognition, which are critical for fostering deeper
understanding [5; 7; 8; 10]. These principles strongly
align with the capabilities of AR/VR technologies,
enabling learners to immerse themselves in real-
world scenarios and collaboratively construct
narratives through digital means [8, p. 178-179].

In AR/VR environments, foreign language learners
directly engage with content by interacting with virtual
characters, navigating spaces, and manipulating
digital objects. AR/VR supports situated learning by
embedding language within authentic environments:
rather than memorizing vocabulary in isolation,
learners apply language to realistic scenarios, such
as planning a trip, booking a hotel, doing shopping,
sightseeing. Platforms like CoSpaces Edu and
Mozilla Hubs provide learners with opportunities
to create and explore multilingual worlds, such as
virtual museums or cafés, where they can practice
dialogues, present research, or conduct interviews.
Many AR/VR platforms facilitate collaborative
storytelling, allowing learners to co-create narratives,
take on different roles, and interact with peers. For
example, in Mozilla Hubs, students can conduct
simulated interviews or engage in panel discussions
using the target language.

Platforms like CoSpaces Edu and Storyfab
empower learners to design their own stories,
select appropriate vocabulary, and guide narrative
flow, fostering motivation and personal investment.
The process of digital storytelling often involves
revision and feedback, prompting learners to analyze
their linguistic choices and develop awareness of
grammar, tone, and cultural nuance.

Google Expeditions, available via ExpeditionsPro,
offers 360° immersive virtual tours of museums,
cities, and natural landscapes allowing foreign
language learners to conduct virtual field trips while
practicing listening and reading through guided AR/
VR narration and mastering storytelling with target
vocabulary.

Mozilla Hubs, a free open-source VR/WebXR
Platform, hosts engaging language conversation
clubs set in virtual cafés or classrooms. For example,
an English class can meet weekly in a virtual hub

to debate principles of democracy or environmental
issues, or practice presentation skills based on their
research findings. This innovative use of VR spaces
allows students to construct real-world contexts
using mobile devices, such as checking into a hotel,
ordering a meal in a restaurant, asking for directions
in the city, visiting the doctor or explaining symptoms,
participating in an international conference, delivering
a speech, job interviews, etc.

Assemblr EDU can create interactive 3D AR
scenes for immersive vocabulary lessons (home
and household chores, shopping, eating out, human
body, traveling) using 3D models and spoken
descriptions adding voiceovers, text labels, and
quizzes demonstrating projects in real-world settings
using mobile devices.

Advanced foreign language learners can master
Storyfab (Story Fabricator) AR-based storytelling,
allowing virtual actors, props, and camera movement
to turn real environments into digital film sets, acting
out spoken dialogues and exporting short stories.

The core idea of The Language Immersion
method is that language acquisition is maximized
when learners “experience” the language through
meaningful communication and content instruction,
providing abundant comprehensible input in authentic
or simulated contexts. Thus, a foreign language
serves as the primary communication medium,
exposing students to authentic language situations
and materials. This approach naturally develops
speaking and listening skills while fostering cultural
awareness. Although some students may initially
find complete immersion challenging, the long-term
benefits of language acquisition and confidence
building are substantial (Table 1).

Considering drawbacks, students might be
unfamiliar with the software design options,
limiting their access to advanced functionalities in
creating AR/VR products. Teachers can also face
similar technology-related issues in designing and
implementing AR/VR based tasks [8, p. 179]. In a
teacher collaborative action research project, Ju
et al. (2024) found that teachers would experience
the anxiety of being digital novices and seek help
from students who served as technology assistants
[10, p. 3]. Likewise, Wayan Eka Dian Rahmanu and
Gyongyvér Molnar (2024) found that some teachers
might be resistant and hostile towards integrating
technologies into students’ storytelling [4, p. 4].

Conclusions. The research has demonstrated
that AR/VR digital storytelling, grounded in
constructivist, experiential, and sociocultural theories,
holds significant promise for enhancing foreign
language teaching in higher education. By immersing
learners in authentic, context-rich scenarios, AR/VR
storytelling fosters active engagement, situational
language use, collaboration, learner autonomy,
and reflective practice. Empirical and theoretical
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Table 1

Foreign Language Learning Benefits of AR/VR Digital Storytelling

Didactic principle

AR/VR Digital Storytelling Feature

Language Learning Competence

Active learning

Immersive interaction with VR/AR environments

Real-life functional language use

Contextualized learning

Situational storytelling (cafés, airports, historical settings)

Vocabulary retention and pragmatic competence

Social interaction

Collaborative storytelling, group role-plays in VR

Speaking fluency, peer support

Learner ownership

Student-generated stories, world-building in AR

Motivation, creativity, personalized language use

Reflective thinking

Scriptwriting, narration, post-task discussion

Grammar awareness, discourse organization

studies indicate that such immersive multimodal
experiences can improve vocabulary retention, oral
fluency, pragmatic competence, and motivation.
Platforms like CoSpaces Edu, Mozilla Hubs,
Storyfab, and ExpeditionsPro illustrate practical
means of embedding narrative tasks within virtual or
augmented spaces, enabling students to co-create
multilingual worlds, practice dialogues in life-like
settings, and reflect on their linguistic choices. At
the same time, challenges, such as technological
unfamiliarity, access limitations, teacher anxiety,
and resistance to innovation, underscore the need
for careful scaffolding, professional development,
and supportive institutional infrastructures. Overall,
integrating AR/VR digital storytelling aligns with
communicative and task-based pedagogies, offering
a transformative approach that situates language
learning within immersive, meaningful contexts.
As higher education increasingly values digital
literacies and multimodal competence, AR/VR digital
storytelling emerges as a compelling method to
cultivate not only linguistic proficiency but also critical
thinking, intercultural awareness, and digital agency.

Prospects for further research. The potential
of AR/VR to enhance communication skills through
immersive and interactive experiences represents a
critical area that remains underexplored in the context
of higher education. By incorporating AR/VR and
other emerging technologies into multimodal literacy
practices, educators can create more engaging
and effective learning experiences that cater to
the diverse needs of learners. Perspectives for
further research include longitudinal efficacy studies
comparing AR/VR interventions with traditional
multimodal methods; investigations into engagement
dynamics and affective dimensions; design-based
research to refine task templates; equity and usability
analyses; assessment instrument development for
multimodal literacies; cognitive load measurement
in immersive contexts; intercultural competence
outcomes; integration with emerging technologies
such as Al-driven agents or educational robotics;
and examination of policy and institutional factors
influencing sustainable adoption.
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Wkap6an |. B. LUudpoBun crtopiteniHr 3acob6amm [OONOBHEHOI Ta BipTyaNlbHOI peanbHOCTI

Yy BUKNagaHHi iHO3eMHMX MOB Y BULLiN OCBITi

Lllsudke nowupeHHss mexHoroeili dorosHeHoI peanbHocmi (AR) ma eipmyarnsHoi peansHocmi (VR) &
ocs8imHix cepedosullax cmeopusio HO8i MOXueocmi Onsi iMepcu8HoO20 MyribmumModanbHO20 8UKadaHHs
iHo3emHUX Mo8. Memoro QocriOXKeHHST € OKpecrieHHs1 echekmueHocmi 3acmocyHkie AR/VR uugposoeo cmo-
pimeniHay Onsi Hag4yaHHSI IHO3eMHUX MO8 y 8UlWil oceimi 8 acriekmi nepesaa, obrpyHmMosaHux rnpasmamuy-
HUMU nedaz2o2idyHUMU MeopisiMU KOHCMPYKMUBI3MY, eKcriepuMeHmarniaMmy ma COUIOKYIbMmypPHUMU meyismu.
lpobriemHuti KoHMekcm obymosnieHuli HeobxidHicmio 8idilimu 8i0 mpaduuiliHuUX MEeKCmMo8UX YU eKpaHHUX
MyrnbmumoOdarbHUXx nidxodie Ha kopucms binbW iHMepakmueHUX iMepcusHUX cepedosull, 3a0s1si hopMy8aHHS
iHgbopmayitiHO-KOMYHIKaUitHUX KoMmrnemeHmHocmeu cyYyacHux cmyOeHmie ma nid8UUeHHs PigHs ix eMomu-
808aHOCMI y MPOUECi 8UBYEHHST IHO3EMHUX MO8. Emmipuy4Hi pe3yrnibmamu Ho8imHix 0ocnioxeHb ceid4amn,
wo imepcusHi Memoodu yugposoeo cmopimeriiey y gipmyasibHUX Yu QOMOBHEHUX cepedosuwiax Cripusitomsb
2nubwomy 3aKpirnreHHo JTIeKCUKU, pO38UMKY rpazMamuYyHOi KOMIemeHmMHoCMi, YCHOI MOB8/IeHHEBOI arpas-
HOCMIi ma Kpumu4YHoO20 MUCTIEHHS, akmuei3ytodu eMouitiHy U nosediHkosy 3asydeHicms. [Tnamgopmu, maki
sk CoSpaces Edu, Mozilla Hubs, Storyfab i ExpeditionsPro deMoHcmpyromb rnpakmu4Hi npuknadu peanisayii
imepcusHoi Memoduku, 00380/15IK04U cmydeHmam criflbHO CMeoprsamu eipmyaribHi cueHapii ma rnpocmopu
(imimauji nodopoxed, si0gidysaHHsI KyrbmypHUX ocepedkis, npogeciliHi ponbosi izpu) y 6e3rnocepedHitl oco-
bucmicHiti Yu epynositi 83aemodii i3 gipmyanbHUMU azeHmamu ma yugposumu apmeghakmamu iHO3EMHO
MOB0K. Y cmammi Ha2o/oWweHo Ha 8UKIIUKaX, NMoe’s3aHux 3 MexHiYHUMU OOMEeXeHHSaMU, HeOOCMYHICMIo
yugposux pecypcie, mpugo2or suknadavig-Hogaykie y yughposit cchepi ma ornopom iHHoeauyissm, obrpyHmo-
8aHO HeobXxiOHicmb cmpyKmMypoeaHo20 ¢hopMy8aHHSI Cy4acHo20 UughpoBo20 0C8imHbLO20 MPocmopy, npoge-
CilIHO020 PO38UMKY YuUghposoi KomrnemeHmMHocmi ma ecebidHoi iHcmumyyitiHoi nidmpumku. MemodonoziyHe
srnposadxeHHs1 AR/VR yugposoeo cmopimenniHay aumazae 8i0rnogidHoCmi KOHKPemMHUM MOBHUM UinisiM ma
KpumepisiM OUjHI08aHHSI C¢hopMOB8aHOCMi MOBHUX ma MOGJIEHHEBUX KoMremeHmHocmel, 3abe3neyeHHs
onmumasbHO20 PiBHSI KOZHIMUBHO20 HaBaHMAaXEHHS ma iHKII3UBHOI npakmuku yugposizauii iHgpbopmauid-
HO20 rpocmopy Yyepe3 MobinbHi ma bpay3epHi piuieHHs1. Y docidxXeHHI OKpeceHo onmumMarbHi mpaekmopii
rpodyKmMu8HOo20 3aly4yeHHs iMepcusHUX MemodoroaiyHux iHHosauit AR/VR yugpposoeo cmopimeniHay 3adns
OHo8reHHs nedazoaivHux mexHoroaiti 8UKnadaHHs iIHO3eMHUX MO8 y suwilti WKOI, Mi08UWEHHS NliHa8icmuy-
HOI, KOMYHIKamugHOIi ma COUIOKY/1bmypHOI KoMnemeHmMHocmi cmydeHmis, iX yughpoeoi camoeghekmugHocmi
ma CoujoKyibmypHOoi ceidomocmi.

Knroyoei cnoea: donosHeHa pearnbHicmb (AR), sipmyansHa peanbHicmb (VR), yugpposuli cmopimeniHe,
iMepcusHi Memodu Hag4aHHs, MyrnbmumodaribHa epamMomHicms, MemodosioaiyHi iHHo8auil, cydyacHi nedazo-
2i4Hi mexHosnoaii.
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